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Abstract—Predicting the dissolution rate of proteins plays
a significant role in pharmaceutical/medical applications. The
rate of dissolution of Poly Lactic-co-Glycolic Acid (PLGA)
micro- and nanoparticles is influenced by several factors.
Considering all factors leads to a dataset with three hundred
features, making the prediction difficult and inaccurate. Our
present study consists of three phases. Firstly, dimensionality
reduction techniques are applied in order to simplify the
task and eliminate irrelevant and redundant attributes. Sub-
sequently, a heterogeneous pool of several classical regression
algorithms is created and evaluated. Regression algorithms in
the pool are independently trained to identify the problem
at hand. Finally, we test several ensemble methods in order
to elevate the accuracy of the prediction. The Evolutionary
Weighted Ensemble methodproposed in this paper offered
the lowest RMSE and significantly outperformed competing
classical algorithms and other ensemble techniques.
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I. INTRODUCTION

Predicting the dissolution profile of Poly (Lactic-co-
Glycolic Acid) (PLGA) micro and nanoparticles is a com-
plex problem as there are several potential factors that
influencing the dissolution of PLGA protein particles [1].
A collection of the influencing factors counted upto three
hundred. Therefore, the primary approach one may adopt is
to reduce the dimensionality of the dataset. Dimensionality
reduction techniques transform a high dimension dataset into
a low dimensional datasets, thereby improving model’s com-
putational speed, predictability and generalization ability.

In the present scope of the study, our focus on the
PLGA nano- or microspheres dissolution properties and
drug release rate. Szlkeket et al. [2] and Fredenberg et
al. [3] described that the drug release from the PLGA
matrix is mainly governed by two mechanisms, diffusion and
degradation/erosion. Several factors influencing the diffusion
and degradation rate of PLGA described by Kang et al.
[4], [5], Blanco and Alonso [6] and Mainardes et al. [7]
are pore diameters, matrix Active Pharmaceutical Ingredient
(API) interactions, API - API interactions and formulation
composition. Szlkeket et al. [2] offered a predictive model
to describe the underlying relationship between those influ-
encing factors on the drug release profile, where they focus
on the feature selection, artificial neural network and genetic

programming to obtain a suitable prediction model for the
said purpose. In the past, several mathematical models,
including Monte Carlo and cellular automata microscopic
models, were proposed by Zygourakis and Markenscoff [8]
and Gpferich [9]. A partial differential equations model was
proposed by Siepmann et al. [10] to address the influence of
underlying PLGA properties on the drug release rate/protein
dissolution.

We shall discuss the PLGA drug release problem and
dataset collection mechanisms in section II-A. In section
II-B, we shall discus the computational tools available
for reducing dimensionality. A concise discussion on the
prediction models are given in section II-C, followed by a
discussion on ensemble methods used for making a ensem-
ble of regression models in section II-D. A comprehensive
discussion on the experimental setup is offered in section
III. Finally, we shall conclude our discussion in section IV.

II. METHODOLOGY

A. Problem Description

PLGA micro- and nanoparticles could play significant role
in the medical application and toxicity evaluation of PLGA-
based multiparticulate dosage form. PLGA microparticles
are important diluents used to produce drugs in dosage
form. Apart from playing a role as a filler, PLGA as an
excipient, and alongside pharmaceutical APIs plays crucial
role in various ways. It helps in the dissolution of drugs, thus
increasing absorbability and solubility of drugs. It helps in
pharmaceutical manufacturing process by improving APIs
powder’s flowability and nonstickiness. In addition, it helps
in vitro stability, such as in the prevention of denaturation
over expected shelf life.

A comprehensive experiment is conducted on the the
dataset offered by Szlkeket et al. [2] in their article “Heuris-
tic modeling of macromolecule release from PLGA micro-
spheres”. The dataset collected by Szlkeket et al. [2] from
various literature has three hundred input features catego-
rized into four groups, namely protein descriptor, plasticizer,
formulation characteristics, and emulsifier. The formulation
characteristics group contains features such as PLGA inher-
ent viscosity, PLGA molecular weight, lactide-to-glycolide
ratio, inner and outer phase Polyvinyl alcohol (PVA) con-
centration, PVA molecular weight, inner phase volume,
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encapsulation rate, mean particle size, PLGA concentra-
tion and experimental condition (dissolution pH, number
of dissolution additives, dissolution additive concentration
and production method and dissolution time). The protein
descriptor, plasticizer and emulsifier feature groups contains
85, 98 and 101 features respectively. The regression model
sought to predict the dissolution percentage or solubility of
PLGA, which depends on the features mentioned above. In
order to avoid overfitting, collected data ware preprocessed
by adding noise to them. The dataset was then normalized
in the range [-1.0, 1.0].

B. Feature Selection Tools

Feature selection techniques enable us to choose from the
set of input features we have in our hand. Especially, feature
selection become significant step towards development of a
predication model where it requires expensive (both in time
and cost) experimental examination.

1) Backward Feature Elimination (BFE): The Backward
Feature Elimination filter provided in the KNIME1 is used
for feature elimination. The basic methodology and principle
behind BFE filter is to start with the maximum number
feature in hand (in this case it starts with three hundred
features) and eliminate features one by one in an iterative
manner. At each iteration, the resulting accuracy of pre-
diction is evaluated for all combinations of the remaining
attributes and subset of attributes with the highest accuracy
being propagated to the next iteration.

2) Correlation Based Feature Selection (CFS): CFS as-
sesses the value of group of attributes that concern the
individual predictive ability of each features, as well with
the possibility of repetition among the features [11].

3) Classifier Based Feature Selection (Class): The clas-
sifier based feature selection method evaluates attribute
subsets on training data and uses a classifier to estimate
the merits of a set of attributes.

4) Wrapper Feature Selection (Wrapper): The wrapper
based feature selection evaluates attribute sets by using a
learning scheme and cross-validation (cv) to estimate the
accuracy of the learning scheme for a set of attributes [12].

C. Elementary Regression Models

The Regression/Prediction model tries to figure out the
relationship between independent variables X (input) and
dependent variables y (output). Moreover, it tries to find
unknown parameters β such that error (2) is minimized given
that

ŷ = f(X,β), (1)

where ŷ is predicted output. Let ei = (ŷi − yi) be the
difference between the dependent variable yi and predicted

1KNIME - Professional Open-Source Software of KNIME.com AG

value ŷi. Therefore, Root Mean Square Error (RMSE) ξ over
data samples of size n is given as

ξ =

√√√√ 1

n

n∑
i=1

e2i . (2)

Regression models such as Linear Regression (LReg), Gaus-
sian Process Regression (GPReg), Multilayer Perceptron
(MLP) and Sequential Minimal Optimization Regression
(SMOReg) are used.

1) Linear Regression (LReg): Linear regression is the
simplest predictive model where independent variables
(|X| = n× p), dependent variable (|y| = p with noise/error
|ε| = p may be written as

yi = β1xi1 + β2xi2 + . . .+ βpxip+ εi = xT
i .β + εi. (3)

2) Gaussian Process Regression (GPreg): The Gaussian
process describe by Rasmussen [13], [14] is fully speci-
fied by its mean function m(x) and covariance function
k(x, x′). This is a natural generalization of the Gaussian
distribution whose mean m and covariance k is a vector
and matrix respectively. The Gaussian distribution is over
vectors, whereas the Gaussian process is over functions f .
Therefore we may write

f ∼ GP(m, k). (4)

3) Multilayer Perceptron (MLP): Multilayer perceptron
(MLP) is a feedforward neural network having one or
more hidden layers in between the input and output layers
[15], [16]. A neuron in a MLP first computes a linear
weighted combination of real valued inputs and then limits
its amplitude using a non-linear activation function.

In the present case, MLP is trained using the Backprop-
agation algorithm propounded by Rumelhart et a. [17] and
the Resilient propagator (RProp) developed by Riedmiller et
al. [18].

4) REP Tree (REP): Reduced Error Pruning Tree (REP)
is a fast decision tree learner. It builds a decision tree based
on information gain or reducing the variance and prunes
it using reduced-error pruning (REP) with overfitting [19],
[20].

5) Sequential Minimal Optimization Regression
(SMOReg): Sequential minimal optimization (SMO),
an algorithm for the training of Support Vector Regression
(SVR) proposed by Smola and Schlkopf [21], [22], [23],
was an extension of the SMO algorithm proposed by Platt
[24] for the SVM classifier. SVR attempts to minimize the
generalization error bound in order to achieve generalized
performance. The idea of SVR is based on the computation
of a linear regression function in a high dimensional feature
space where the input data are mapped via a non-linear
function.
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D. Ensemble regression algorithm

Searching for the best regression algorithm is not a trivial
task. Apart from having plethora of options, listed in the
previous section, one has to also decide, what are the
optimal set of parameters for each of tested algorithms is.
Usually, there are very little guidance on how to select an
algorithm and adjust its parameters for the problem in hand.
In such cases, experimental tests can help to make decision.
Nonetheless, in many cases the obtained results are not
satisfactory or even not acceptable. In such situations, the
ensemble approach can be used. Basically, it relies on the
assumption that the properly modelled fusion of responses
of several elementary predictors shall produce more accurate
results and reduce regression error. Formally, let Π be a set
of k predictors given as

Π = {f1, f2, . . . , fk}, (5)

where, fk indicate the state of the kth predictor. Each of the
predictors are trained independently. The ensemble system
perform fusion of the outputs produced by the predictors in
the set Π. In the simplest form, it can take form of simple
average called Mean Output Regression (MOR), given as

F̂ (x) =
1

K

K∑
k−1

fk(x), (6)

where F̂ is an ensemble system.
A natural advantage of this model is its simplicity as the

output of the ensemble can easily be obtained by simple
mathematical transformation without the necessity of setting
any additional parameters. On the other hand, the main
drawback of this model is that it treats all the elementary
predictors equally regardless of their quality. Weak predic-
tors affect the final signal in the same degree as the strong
ones. As a result, the quality of the ensemble is close to the
average of all its constituents. Better results can be obtained
when the contribution of a particular predictor depends on
its quality. Higher the accuracy of the predictor, higher its
weight in ensemble. The ensemble method is therefore called
Quality Weighted Output Regression (QWOR), given as

F̂ (x) =
1

K

K∑
k−1

wkfk(x), (7)

where
K∑

k−1
wk = 1. In the simplest implementation, the

weights shall be counter proportional to the RMSE of the
given predictor. Although, in the more advanced algorithms,
the weights can be set in the course of learning procedure,
e.g., be application of evolutionary algorithms.

E. Diversity of the ensemble

There are several issues that have to be dealt with in
order to make an application of ensemble approach effective.

One of the most essential is maintaining diversity among
the predictors in the ensemble. Collecting a set of similar
regression algorithms does not allow to take any advantage
from their fusion. Diversity can be ensured by the application
of one of the following procedures.

1) Collecting predictors based on different models.
2) Differentiate elementary predictor inputs.

In the first approach, it is assumed that different regression
algorithms naturally make errors that are uncorrelated, even
when they are trained on the same data. The second group
consists of algorithms that create an ensemble based on the
same regression model, but diversity is caused by training
each of them on data partitions (as it exists in the range
of Bagging algorithms) or using heterogeneous feature sets
(techniques used in Random Subspace algorithms).

1) Random Subspace (RS): Random Subspace is a
method of constructing an ensemble of predictors where a
pseudorandom procedure is used to select components of a
feature vector separately for each ensemble constituent. The
output of the ensemble is is then obtained by averaging the
outputs [25].

2) Bagging: Breiman [26] introduced the bagging meth-
ods which is basically a combination of multiple predictor.
At first subsets are prepared by cutting the original dataset
called bootstrapping. A sequence predictors allowed to run
over the subsets of the dataset. Finally, the results from each
of the predictors are aggregated using voting in order to
get the final result. This method is supposed to enhance
performance and reduce variances in order to improve [27],
[28].

3) Evolutionary weighted ensemble (EWE): EWE makes
decision based on formula (6). The learning process search
for set of weights values which minimizing RMSE of the
ensemble. The learning set is used for that purpose the

Algorithm: Evolutionary weighted ensemble
Input: Learning set
S - population size
G - number of generations
Π - a set of individual predictors
repeat

Initialize population
for t = 1 to G do

Evaluate Population over Learning Set
Select Elite
Select parents
Mutation
Crossover
Create offspring population

end for
until the stopping criterion satisfied.

Figure 1. Evolutionary weighted ensemble (EWE)
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objective function for learning procedure can be written as

RMSEF̂ (w1, . . . , wk) =

√√√√ 1

N

N∑
n−1

K∑
k−1

(wkfk(xn, i)− yn)2,

(8)
where xn, and yn denotes the nth input-target pair in the
learning set that consists of N samples.

We decided to apply the evolutionary based algorithm
[29]. It processes population of possible solutions encoded
in form of chromosomes which represent set of weights.
An overview of the EWE training procedure is presented in
Figure 1.

III. EXPERIMENTAL SETUP AND RESULTS

The Experimental setup for the feature selection and iden-
tification of the corresponding regression model for the pre-
diction of protein molecules is as follows: The experiment
is conducted using KNIME, MATLAB2 and WEKA3. As
mentioned in section II, the dataset obtained for the PLGA
dissolution profile has three hundred features, therefore the
primary objective is to reduce the dimension of the dataset.
The feature selection techniques discussed in section II-B
are used for the said purpose. Subsequently, elementary
predication models are employed and their performances is
assessed using 10 cross-validation (10cv) sets. The selection
of the prediction model is based on the average of the Root
Mean Square Error (RMSE) computed over a set of 10
results. In the final part of our experiment, we explored
ensemble methods in order to exploit the elementary regres-
sion/prediction models.

A. Feature selection methods results

After cleaning and preprocessing the dataset, it goes under
a feature selection treatment in which we use the backward
feature elimination technique with the GPReg prediction
model with and RBF kernel, LReg, a three-layer MLP with
fifty neurons at the hidden layer, a 0.3 learning rate, a
0.2 momentum rate, SMOReg with a polynomial kernel, a
0.001 epsilon value, a 0.001 tolerance label and REP. The
combination of attributes which offer the lowest RMSE is
termed as the optimal feature set. For example, the optimal
feature set obtained using the regression models GPReg,
LReg, MLP, SMOReg and REP are 18, 32, 31, 30 and 31
with the RMSE (result of normalized dataset) 0.143, 0.156,
0.121, 0.153 and 0.126 respectively. Hence, we may examine
the performance of prediction models using the feature set
with smaller attributes. In the present study, we have chosen
features sets with 10, 5 and 1 attributes.

Now, when it comes to stochastic feature selection tech-
niques, we have Correlation, Classifier and Wrapper based

2MATLAB is trademark of the MathWorks, Inc.
3WEKA - Data Mining Software in Java developed by the machine

learning group at the University of Waikato, Free Software Foundation,
Inc.

Table I
EXPERIMENTAL RESULTS FOR 10CV DATASETS PREPARED WITH

DISTINCT RANDOM PARTITIONS OF THE COMPLETE DATASET USING
FEATURE SELECTION TECHNIQUE (IDENTIFICATION OF REGRESSION

MODEL) Note. Values are average of 10 RMSE.

Selection Method Selected
Features

GPReg LReg MLP REP SMOReg

No Selection 300 16.81 17.07 18.57 13.05 17.95
BFE 1 27.47 26.61 28.33 24.37 26.97
BFE 5 17.11 23.45 23.11 14.23 23.38
CFS 5 20.80 25.08 22.41 18.31 25.42
ClassMLPgreedy 7 17.96 25.03 22.26 14.96 25.35
BFE 10 15.93 19.98 21.00 13.19 19.53
ClassMLPbfs 15 15.88 22.90 16.83 13.91 24.23
WrapperGPgreedy 15 14.88 20.22 15.20 13.34 20.86
ClassGPbfs 16 18.46 23.07 19.71 14.19 23.69
ClassGPgreedy 19 15.06 19.05 15.61 14.03 19.68
WrapperMLPgreedy 19 16.44 24.01 20.42 14.26 24.85
WrapperLRgreedy 24 15.91 17.46 17.03 13.54 18.02
BFE Optimal∗ 15.71 17.85 17.82 13.90 17.88
ClassLRbfs 31 15.95 16.92 15.63 14.00 17.58
ClassLRgreedy 37 16.31 17.14 16.27 14.02 17.69

∗Optimal set of attributes for regression models GPReg, LReg, MLP, REP
and SMOReg are 18, 32, 31, 31 and 30 respectively.

feature selection methods. These feature selection methods
are used to determination the merits (predictability) of
different combination of features. After assigning merits to
several features sets obtained using aforementioned feature
selection techniques, best first search (bfs) and greedy search
(greedy) are used for selecting a desire optimum feature set.
Interestingly, in the present problem, when we use CFS,
both the bfs and greedy search produce identical feature sets
containing 5 attributes. The Classifier based feature selection
is patched with GPReg, MLP, and LR respectively in order
to evaluate the merits of the feature set. Subsequently, bfs
and greedy search are used to determine the optimum fea-
ture set. Therefore, we have ClassGPbfs4, ClassGPgreedy,
ClassMLPbfs, ClassMLPgreedy, ClassLRbfs and ClassLR-
greedy feature selection methods indicating a classifier based
method with GPReg as a feature set merit evaluator and the
bfs as method for the optimum feature set selection and so
an. Similarly, the WrapperGPgreedy, WrapperMLPgreedy,
WrapperLRgreedy indicates a combination of wrapper-based
feature selection, where GPReg, MLP and LReg are used
to evaluate feature set. Interestingly, both bfs and greedy
search offers identical feature set. A list of feature selection
methods and corresponding selected features appears in
Table I.

B. Regression model results

In order to identify a suitable regression model, we have
chosen several regression models available in WEKA. Se-
lected regression models such as GPReg, LReg, MLP, REP

4ClassGPbfs i.e. Class+GPReg+bfs indicates that the classifier GPReg is
used to determine the merits of the feature sets and best first search (bfs)
is used to search the best feature set among them. Please follow a similar
convention for the rest of the other abbreviations.
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Figure 2. A comprehensive conclusion of the results obtained from each
regression models including the ensemble techniques used. Note: We have
selected a feature set obtained using wrapper+GPreg+Greedy search

and SMOReg are discussed in section II-C. The parameter
setting corresponding to the mentioned regression models
are as follows: GPReg has a radial basis function kernel,
MLP has 10 neurons at the hidden layer and a 0.3 and
0.1 learning rate and momentum respectively and SMOReg
has a polynomial kernel. A comprehensive result on 10cv is
presented in Table I. Examining Table I, we may therefore
draw the following conclusions. First of all, in Table I,
we have arranged the feature selection methods based on
the number of selected features. The first row of Table I
indicate no feature selection (i.e. all 300 features are used),
while the other rows are arranged in ascending order of the
number of features selected. We shall compare the results
of the prediction models arranged in the columns in Table
I. The process of feature selection was able to find the
most significant features that influenced the drug release
rate. It may be observed that feature vectors from all the
mentioned feature selection obtained a reduced set of the
most influencing features. Therefore, a general theory may
be drawn about how and which features most dominating
for the PLGA drug release rate.

It is worth mentioning that the best result presented by
Szlkeket et al. [2] is an RMSE of 15.4 considering 11
selected features using MLP and 17 features with an RMSE
of 14.3 using MLP. From Table I, it may be observed that
considering all (300 features), the best result we may acheive
is by using REP resulting in on RMSE of 13.05 (the average
of the 10 CV result). Therefore, any regression model tested
on the reduced feature set must compete with this result. In
our study, the best result was obtained with the feature set
using the wrapperGPgreedy method with RSMEs of 14.88,
20.22, 15.20, 13.31, and 20.86 using the GPReg, LReg,
MLP, REP and SMOReg elementary models respectively.
Therefore, we may consider the features ‘Fused ring count’,
‘Heteroaromatic ring count’, ‘Largest ring system size’,
‘Chain atom count’, ‘Chain bond count’ and ‘Quaternary
structure’ from the Protein descriptors group of features,

‘PVA conc inner phase’, ‘PVA conc outer phase’, ‘PVA
Mw’, and ‘PLGA to Placticizer’ from the Formulation
characteristics group of features, ‘ASA+’, ‘Szeged index’
and ‘pH 12 logd’ from the Plasticizer group of features and
from the Emulsifier group, we have ‘a(yy)’ and ‘Time in
Days’ as the most influencing feature set.

After obtained the best features, we resorted to using
the ensemble techniques mentioned in section II-D. A
comprehensive comparison of the results obtained from the
ensemble methods and other elementary regression models
is given in Figure 2. From the results given in Figure 2, it
is evident that few of the ensemble methods significantly
improve the results of the elementary regression models in
order to compete with the results obtained by the REP for
all the features. The average RMSEs obtained using Random
subspace using REP, Random subspace using MLP, Random
subspace using GPreg, Bagging using REP, Bagging using
MLP, MOR, QWOR and EWE are 13.85, 18.20, 18.72,
11.49, 12.30, 10.43, 10.06 and 7.67 respectively.

IV. CONCLUSION

Analysis of the effectiveness of the ensemble methods
should be based on comparison of the results obtained
by the best elementary predictor. In our case, among the
tested simple predictors, the lowest RMSE was reached with
REP and was 13.34. Ensemble methods should improve
regression accuracy over the best elementary predictor. The
EWE ensemble method offers lowest RMSE which proves,
that in certain cases, combining the outputs of several
predictors allows us to improve the overall accuracy of
regression. As discussed in section II-D, it is essential to
ensure diversity among the ensemble’s constituents. Among
the tested techniques, the best results were obtained by
the ensemble of five heterogeneous regression algorithms.
Weighting of their outputs is most effective when weights
were set using evolutionary-based algorithm described in
section II-D. the authors would like to emphasise that
they do not claim that it is the best method for creating
diversified ensemble regression methods in general, rather
it appeared to be the best one for the regression problem
under consideration. We suggest that in all the cases, a broad
range of experiments with a variety of elementary regression
algorithms and ensemble methods should be used in order
to find the best solution. Nonetheless, the obtained results
proves that the proposed EWE method is one of the effective
options to offer solution to the present problem.
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lection techniques in bioinformatics,” bioinformatics, vol. 23,
no. 19, pp. 2507–2517, 2007.

[28] E. Bauer and R. Kohavi, “An empirical comparison of voting
classification algorithms: Bagging, boosting, and variants,”
Machine learning, vol. 36, no. 1-2, pp. 105–139, 1999.

[29] D. E. Goldberg et al., Genetic algorithms in search, optimiza-
tion, and machine learning. Addison-wesley Reading Menlo
Park, 1989, vol. 412.


